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Abstract

This paper presents a new application of two dimensional Principal Component Analysis (2DPCA) to the problem of online character recognition in Tamil Script. A novel set of features employing polynomial fits and quartiles in combination with conventional features are derived for each sample point of the Tamil character obtained after smoothing and resampling. These are stacked to form a matrix, using which a covariance matrix is constructed. A subset of the eigenvectors of the covariance matrix is employed to get the features in the reduced subspace. Each character is modeled as a separate subspace and a modified form of the Mahalanobis distance is derived to classify a given test data. Results indicate that the recognition accuracy using the 2DPCA scheme shows a 3% improvement over the conventional PCA technique.
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1. Introduction

In an online handwriting recognition system, a methodology is developed to recognize the writing when a user writes on a pressure sensitive screen using a stylus that captures the temporal information. Online handwritten script recognition engines exist for languages like English [1], Chinese [2] and Japanese [3]. However, very little attention has been devoted to develop similar systems for Indian languages.

In this paper, we attempt to evolve an online recognition system for Tamil characters using a technique called two dimensional Principal Component Analysis (2DPCA). Tamil is a classical South Indian language spoken by a segment of the population in countries such as Singapore, Malaysia and Sri Lanka apart from India. There are totally 247 letters (consonants, vowels and consonant vowel combinations) in the Tamil alphabet. Each letter is represented either as a separate symbol or as a combination of discrete symbols, which we refer to as ‘characters’ in this work. Only 156 distinct characters are needed to recognize all the 247 letters in the Tamil alphabet [4]. Samples of each of these characters form a separate class.

As far as the work on online handwriting recognition for Tamil is concerned, Niranjan et al. [5] have proposed elastic matching schemes. Dimensionality reduction techniques like Principal Component Analysis [6] have been employed for online character recognition.

In this work, we propose an adaptation of the 2DPCA technique [7] for character feature extraction in a reduced subspace. Each of the 156 classes is separately modeled as a subspace. Contrary to the conventional PCA, the 2DPCA operates on matrices rather than 1D vectors. A set of local features (basically a novel set of features combined with conventional features) are derived for each sample point of the preprocessed character. The features corresponding to a sample point are stacked to form the rows of a matrix, referred to as the character matrix in this work. A covariance matrix of a significantly smaller size as compared to the one obtained in PCA is constructed from the character matrix. In order to represent the features in a reduced subspace, we project the character matrix onto a subset of the eigenvectors of the covariance matrix. For the classification of a test symbol, we have derived a modified form of the Mahalanobis distance measure.

To the best of our knowledge, there have been no attempts in the literature of applying the 2DPCA technique to the context of online character recognition till date. Most of the applications for which this technique has been proposed have been image-based such as face recognition [7].

The organization of this paper is as follows: Section 2 highlights the preprocessing steps...
performed on the raw character. In Section 3, we outline the set of local features used to characterize a sample point of the character and accordingly form the character matrix. The idea behind the 2DPCA technique is succinctly touched upon in Section 4. Section 5 details on the modified Mahalanobis metric employed for the final classification of the test character in the reduced subspace. Section 6 illustrates the performance of the 2DPCA and compares it against that of the PCA. Section 7 summarizes the proposed approach and possible scope for further research.

2. Preprocessing

Prior to feature extraction and recognition, the input raw character is smoothened to minimize the effect of noise. The character is then resampled to obtain a constant number of points uniformly sampled in space following which it is normalized by centering and rescaling [6].

3. Feature Extraction

Let the number of sample points in the preprocessed character be \( N_p \). At each sample point \((x_i, y_i)\) for \(1 \leq i \leq N_p\) of the resampled character, we extract a set of local features described in Section 3.1. Let \( F^i_j \) represent the \( j \)th feature derived from the \( i \)th sample point of the character. This notation has been adopted here merely to index the features and not to assign any weightage to them.

In case of multistroke characters, we concatenate the strokes into a single stroke, retaining the stroke order, before feature extraction.

3.1 Local Features

- **Normalized x-y coordinates**: The normalized x and y coordinates of the sample point are used as features and are denoted by \( F^i_1 \) and \( F^i_2 \).
- **Radial Distance and Polar Angle**: The radial distance and angle in radians of the sample point with respect to the centroid of the character are computed to form two features \( F^i_3 \) and \( F^i_4 \).
- **Radial distance from the quartile mean**: We find the length of the preprocessed character and divide it into 4 segments by finding the lower, middle, and upper quartiles. Samples lying within a segment are used to compute the mean for that segment. The radial distance of the sample point of the character under consideration is computed as follows: when it lies in segment \( k \), \( (1 \leq k \leq 4) \) its distance from the mean of that segment is the feature \( F^i_5 \).
- **Polynomial fit coefficients**: At every sample point, we intend to relate its position with respect to its immediate neighbors. In order to exploit this local property, we take a sliding window of size \( M \) (\( M \) odd) centered on the sample point and perform an \( N \)th order polynomial fit on the samples within the window using numerical techniques. We use the resulting \( N+1 \) polynomial coefficients as the features. For our work, we take \( M=3, N=2 \) (quadratic fit) and accordingly denote the features as \( F^i_6, F^i_7 \) and \( F^i_8 \). It is to be explicitly stated that for obtaining the polynomial coefficients of the first and last sample points of the character, we assume that the last sample point of the last stroke is connected to the first sample point of the first stroke. Such a connection ensures that the notion of neighborhood is not lost while computing the polynomial fit features for the first and last sample point of the character.

The set of 8 features obtained at a sample point \((x_i, y_i)\) are concatenated to form a feature vector \( F^i V \) of size 1 X 8.

\[
F^i V = \begin{bmatrix} F^i_1 & F^i_2 & \ldots & F^i_8 \end{bmatrix}
\]  

We then construct a matrix \( C \) (referred to as the “character matrix” in this work) by stacking the feature vectors of the sample points of the preprocessed character.

\[
C = \begin{bmatrix} F^1 V & F^2 V & \ldots & F^N V \end{bmatrix}
\]

It can be observed that the \( i^{th} \) row of the character matrix \( C \) corresponds to the feature vector derived for the \( i^{th} \) sample point. Therefore the size of matrix \( C \) is \( N_p \times 8 \).

4. The 2DPCA Technique

The main principle behind the 2DPCA method lies in projecting the character matrix \( C \)
onto an 8 dimensional projection vector $X$ to yield a $N_p$ dimensional feature vector $Y$. We refer to $Y$ as the projected feature vector or the principal component vector.

$$Y = CX$$  \hspace{1cm} (3)

The best projection vector $X$ is the direction along which the total scatter of the projected samples is maximum. The total scatter of the projected samples can be characterized by the trace of the covariance matrix $S_Y$ of the principal component vectors. Accordingly we seek to find the direction $X$ for which the criterion $J(X)$ is maximized.

$$J(X) = \text{trace}(S_Y)$$  \hspace{1cm} (4)

It has been shown in [7] that the projection vector $X$ that maximizes the criterion $J(X)$ is the eigenvector corresponding to the largest eigenvalue of the character covariance matrix $G_t$ defined below.

$$G_t = \frac{1}{M} \sum_{j=1}^{M} (C_j - \bar{C})^T (C_j - \bar{C})$$  \hspace{1cm} (5)

It is to be borne in mind that we attempt to model each character as a separate subspace. Accordingly, one can interpret $C_1, C_2, ..., C_M$ to be the $M$ training character matrices of a particular class and $\bar{C}$ as the mean character matrix of that class. It can be easily verified that for our work, the size of the character covariance matrix $G_t$ is $8 \times 8$.

However, in actual practice, we select a set of $d$ projection axes $\{X_1, X_2, ..., X_d\}$ subject to being orthonormal to one another and maximizing the criterion $J(X)$. These projection axes turn out to be the orthonormal eigenvectors of $G_t$ corresponding to the first largest $d$ eigenvalues.

On applying the proposed 2DPCA technique to the character matrix $C$, we get a family of principal component analysis vectors $\{Y_1, Y_2, ..., Y_d\}$ as defined below

$$Y_p = CX_p, \hspace{0.5cm} p = 1, 2, ..., d$$  \hspace{1cm} (6)

For the case where $d < 8$, a subset of the eigenvectors of the covariance matrix $G_t$ is employed to get the features in the reduced subspace.

The $d$ principal component vectors can be stacked column-wise to form a $N_p \times d$ matrix $B$ referred to as the character feature matrix.

$$B = [Y_1 \ Y_2 \ldots \ Y_d]$$  \hspace{1cm} (7)

If instead of the 2DPCA technique, the PCA is used for feature extraction [6], we first concatenate the columns of matrix $C$ to form an $8 \times N_p$ dimensional feature vector. We then use the eigenvectors corresponding to the $d$ (where $d <= 8$) largest eigenvalues of the character covariance matrix as the projection axes. The size of the covariance matrix in the PCA is $(8 \times N_p) \times (8 \times N_p)$ which is very large compared to the $8 \times 8$ covariance matrix $G_t$ in the 2DPCA method. The significantly smaller size of $G_t$ in turn speeds up the feature extraction process in the 2DPCA technique compared to the PCA.

5. Classification Scheme

In this section, we detail a modified Mahalanobis distance measure for the classification of a test character that takes into account the likelihood of the principal component vectors in the subspaces in which they lie. We present our analysis by employing the principal component vectors, derived from projecting the training samples of a particular class onto the set of optimal projection vectors defined for that class.

Assume that we have $M$ training samples of a class (character) $\omega_c$. After transformation by 2DPCA, we obtain $M$ feature matrices of the form

$$B_c^k = [Y_{1c}^k \ Y_{2c}^k \ldots \ Y_{dc}^k] \hspace{0.5cm} k = 1, 2, ..., M$$  \hspace{1cm} (8)

From Eq. 8, we can interpret $\{Y_{ic}^k\}$ as the set of $i^{th}$ principal component vectors corresponding to the $M$ training samples of the class $\omega_c$. These principal component vectors have been obtained by projecting the $M$ character matrices $C_1, C_2, ..., C_M$ onto the eigenvector corresponding to the $i^{th}$ largest eigenvalue of the character covariance matrix $G_t$ defined in Eq. 5.
We assume that the set of \( N_p \) dimensional principal component vectors \( \{ Y_{ic} \} \) are drawn independently from a multivariate Gaussian probability distribution function of the form [8]:

\[
p(Y_{ic}) = \frac{1}{(2\pi)^{N_p}/2} e^{-\frac{1}{2} (Y_{ic} - \bar{Y}_{ic})^T \Sigma^{-1}_{ic} (Y_{ic} - \bar{Y}_{ic})}
\]

(9)

where

\[
\bar{Y}_{ic} = \frac{1}{M} \sum_{k=1}^{M} Y_{ic}^k
\]

and

\[
\Sigma_{ic} = \frac{1}{M} \sum_{k=1}^{M} (Y_{ic}^k - \bar{Y}_{ic}) (Y_{ic}^k - \bar{Y}_{ic})^T
\]

are the mean vector and covariance matrix of the \( i^{th} \) principal component vectors corresponding to the \( M \) training samples of the class \( \omega_c \). Eq. 9 gives the likelihood of the \( i^{th} \) principal component vector \( Y_{ic} \) obtained after projecting the character matrix \( C \) onto the \( i^{th} \) projection axes \( X_i \) for the given class \( \omega_c \).

For simplicity, we make an assumption that any set of principal component vectors of class \( \omega_c \), \( \{ Y_{mc}^k \} \) and \( \{ Y_{nc}^k \} \) \( (m \neq n) \) are independent of each other. Therefore, using this we can write the likelihood of the principal component vectors in the subspaces in which they lie as:

\[
p(B_c) = \prod_{i=1}^{d} p(Y_{ic})
\]

(10)

where \( d <= 8 \). Using Eq. 9 we can write

\[
p(B_c) = c' \ e^{-\frac{1}{2} \sum_{i=1}^{d} \left( Y_{ic} - \bar{Y}_{ic} \right)^T \Sigma^{-1}_{ic} \left( Y_{ic} - \bar{Y}_{ic} \right)}
\]

(11)

where

\[
c' = \frac{1}{\left(2\pi\right)^{N_p/2} \prod_{i=1}^{d} \left(\Sigma_{ic}\right)^{1/2}}
\]

\[
B_c = [Y_{ic} \ Y_{2c} \ldots \ Y_{dc}]
\]

It is important to state that the above probabilistic interpretation has been made, keeping in mind that we are dealing with a family of principal component vectors obtained by projecting the training samples of a single class (character) \( \omega_c \) onto a set of projection axes.

Let \( \omega_1, \omega_2, \ldots, \omega_{156} \) be the labels of the classes corresponding to the 156 Tamil characters. Given a test character, we can now construct a feature matrix of the form

\[
B_c^{test} = [Y_{1c}^{test} \ Y_{2c}^{test} \ldots \ Y_{dc}^{test}] \ c = 1, 2, 156
\]

(12)

by projecting it to each of the 156 subspaces using the 2DPCA. \( B_c^{test} \) refers to the feature matrix obtained by projecting the test character onto the subspace of class \( \omega_c \). Using Eq. 11 we see that

\[
p(B_c^{test}) = c' \ e^{-\frac{1}{2} \sum_{i=1}^{d} \left( Y_{ic}^{test} - \bar{Y}_{ic} \right)^T \Sigma^{-1}_{ic} \left( Y_{ic}^{test} - \bar{Y}_{ic} \right)}
\]

(13)

The test character is assigned the class \( \omega_{test} \) for which the following condition is satisfied.

\[
\omega_{test} = \arg \max_c p(B_c^{test})
\]

(14)

It can be readily verified from Eq. 13 that we assign the test character to the class for which the modified Mahalanobis distance is minimized.

\[
D_c = \sum_{i=1}^{d} \left( Y_{ic}^{test} - \bar{Y}_{ic} \right)^T \Sigma^{-1}_{ic} \left( Y_{ic}^{test} - \bar{Y}_{ic} \right)
\]

(15)

then we can write

\[
\omega_{test} = \arg \min_c D_c
\]

(16)

For the case, when the PCA technique is used for feature extraction, we would like to explore the form of the Mahalanobis distance for classifying the test character. In the PCA technique, we see that the \( i^{th} \) principal component \( Y_{ic} \) is a scalar. This in turn implies that \( Y_{ic}^{test}, \bar{Y}_{ic} \) and \( \Sigma^{-1}_{ic} \) in Eq. 15 are also scalars. We can rewrite Eq. 15 as

\[
D_c = \sum_{i=1}^{d} \frac{\left( Y_{ic}^{test} - \bar{Y}_{ic} \right)^2}{\sigma_{ic}^2}
\]

(17)

Here \( d = 8 N_p \) and \( \Sigma_{ic} = \sigma_{ic}^2 \) is the variance of the \( i^{th} \) principal components obtained by projecting the \( M \) training samples of class \( \omega_c \) on the eigenvector corresponding to the \( i^{th} \)
largest eigenvalue $\lambda_{ic}$ of the covariance matrix $R_{xc}$.

$$R_{xc} = \frac{1}{M} \sum_{i=1}^{M} (x_{ic} - \bar{x}_c)(x_{ic} - \bar{x}_c)^T$$  (18)

The set $\{x_{ic}, x_{2c}, \ldots, x_{Nc}\}$ are the concatenated $8 \times N_c$ dimensional feature vectors of class $\omega_c$ and $\bar{x}_c$ is the mean vector. Using the fact that the variance of the $i^{th}$ principal components in the PCA is the $i^{th}$ largest eigenvalue $\lambda_{ic}$ of $R_{xc}$ [8] we can rewrite Eq. 17 as

$$D_c = \sum_{i=1}^{d} \frac{(Y_{ic} - \bar{Y}_{ic})^2}{\lambda_{ic}}$$  (19)

6. Experiments and Results

Data base of Tamil characters was collected from 15 native Tamil writers using a custom application running on a tablet PC. Each writer input 10 samples of each of the 156 distinct characters. To avoid the problem of segmentation, users wrote each character in a bounding box. We present our results for the writer independent scenario, with each class comprising of 150 samples. The characters are resampled to 60 points and normalized to [0, 1].

In the first experiment, we compute the features listed in Section 3 and construct the character matrices of size 60 X 8. We then extract the features in a lower dimensional subspace by performing the 2DPCA algorithm on the training samples of each class separately. The size of the character covariance matrix used to derive the projection axes is 8 X 8. On applying the algorithm, we get a different subspace for each Tamil character. Given a test character, we form its character matrix and project it on to each of the 156 subspaces. The test character is assigned to the class (subspace) for which the modified Mahalanobis distance (Eq. 15) is least.

As our second experiment, to compare the performance of the 2DPCA algorithm against the existing PCA technique, we have implemented the work proposed by Deepu et al [6] for online character recognition. All the features obtained at each sample point of the samples are concatenated to form a 480 length feature vector. Like the 2DPCA algorithm, PCA is performed on the training samples of each class separately thereby forming 156 subspaces. The test sample is assigned to the class (subspace) for which the Mahalanobis distance (Eq. 19) is minimum.

It is to be noted that the size of the character covariance matrix $R_{xc}$ used to derive the projection axes in the PCA is 480 X 480, which is 60 times larger than the size of the covariance matrix $G_t$ used in the 2DPCA algorithm. Herein lies the advantage of the 2DPCA algorithm over the PCA-the significantly smaller size of the character covariance matrix $G_t$ in 2DPCA enables the extraction of features much faster while at the same providing an improvement in recognition accuracy over the PCA.

Tables 1 and 2 respectively present the recognition accuracy and time taken (in secs) for feature extraction by employing the 2DPCA and PCA techniques for varying number of training samples per class (character). The values in the parantheses in Table 1 indicate the number of eigenvectors $d$ required for retaining 95% of the total scatter of projected samples. However, we note that the dimension of the feature vector using 2DPCA (60 X $d$) is always higher than that obtained using PCA.

We also evaluated the performance of the 2DPCA algorithm on the IWFHR 2006 Tamil Competition Dataset [4] and found that recognition using the 2DPCA shows an improvement of up to 3% as against the conventional PCA (Table 3).

Some of the confusion pairs and triplets common to both the algorithms are ($\phi$, $\phi$) ($\sigma$, $\sigma$) ($\alpha$, $\alpha$) ($\epsilon$, $\psi$, $\epsilon$) ($\sigma$, $\sigma$, $\sigma$) ($\epsilon$, $\epsilon$, $\alpha$). Most of the ambiguity arises because these characters are visually similar and the Mahalanobis distance may not be powerful enough to track variations that make these characters distinct.

It is worth mentioning that though the 2DPCA method has been tested on Tamil characters in this work, no script specific features have been used in the preprocessing, feature extraction and classification steps, thereby suggesting that the method can be applied to other scripts as well.

7. Conclusion and Future Work

In this paper we have attempted to apply the recently reported 2DPCA technique to the context of online character recognition. A set of local features is derived for each sample point of the preprocessed character to form the character matrix, using which a covariance matrix is constructed. The smaller size of the covariance matrix in 2DPCA makes the process of feature
extraction much faster compared to the conventional PCA. We have in addition, formulated a modified form of the Mahalanobis

Table 1. Comparison of recognition accuracy of the 2DPCA versus the PCA. Value in parentheses indicate the number of eigenvectors used to retain 95% of the total scatter of projected samples.

<table>
<thead>
<tr>
<th>Number of Training Samples per class</th>
<th>20</th>
<th>80</th>
<th>120</th>
</tr>
</thead>
<tbody>
<tr>
<td>2DPCA</td>
<td>77.4% (d=5)</td>
<td>82.8% (d=5)</td>
<td>83.4% (d=5)</td>
</tr>
<tr>
<td>PCA</td>
<td>74.4% (d=17)</td>
<td>74.4% (d=25)</td>
<td>74.4% (d=55)</td>
</tr>
</tbody>
</table>

Table 2. Comparison of the feature extraction time (in secs) of the 2DPCA versus the PCA.

<table>
<thead>
<tr>
<th>Number of Training Samples per class</th>
<th>40</th>
<th>80</th>
<th>120</th>
</tr>
</thead>
<tbody>
<tr>
<td>2DPCA</td>
<td>5.53</td>
<td>10.09</td>
<td>10.72</td>
</tr>
<tr>
<td>PCA</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Comparison of the top recognition accuracy of the 2DPCA versus the PCA on the IWFHR 06 Tamil Database.

<table>
<thead>
<tr>
<th></th>
<th>2DPCA</th>
<th>PCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recognition</td>
<td>81.1%</td>
<td>77.4%</td>
</tr>
</tbody>
</table>

distance to classify a given test character. Experimental results indicate that the recognition accuracy using the 2DPCA scheme shows a 3% improvement over the conventional PCA technique while at the same time being more computationally efficient. Though the algorithm has been tested for recognizing Tamil characters, it can be widely used for the recognition of other scripts as well.

Further potential areas of research are to develop other dimensionality reduction schemes that take into account the class discriminatory characteristics for the online character recognition problem, to possibly improve the overall classification accuracy.
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